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Abstract
The scale, volume, and distribution speed of disinformation raise concerns in 
governments, businesses, and citizens. To respond effectively to this problem, 
we first need to disambiguate, understand, and clearly define the phenomenon. 
Our online information landscape is characterized by a variety of different types 
of false information. There is no commonly agreed typology framework, specific 
categorization criteria, and explicit definitions as a basis to assist the further 
investigation of the area. Our work is focused on filling this need. Our contribution 
is twofold. First, we collect the various implicit and explicit disinformation 
typologies proposed by scholars. We consolidate the findings following certain 
design principles to articulate an all-inclusive disinformation typology. Second, we 
propose three independent dimensions with controlled values per dimension as 
categorization criteria for all types of disinformation. The taxonomy can promote 
and support further multidisciplinary research to analyze the special characteristics 
of the identified disinformation types.
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Introduction

Spreading false or inaccurate information is a phenomenon almost as old as human soci-
eties. Facts mingle with half-truths or untruths create “factitious informational blends” 
(Rojecki and Meraz, 2016). What is different today is the speed and the global reach this 
information disorder can attain (Niklewicz, 2017), coupled with the scale, complexity, 
and communication abundance (Blumler, 2015). Digital media and especially social 
media enable people to produce and rapidly spread incorrect information through decen-
tralized and distributed networks (Benkler et al., 2018). In many cases, motives are mali-
cious to promote preset beliefs with potentially harmful societal impact. This new, 
hyper-dynamic environment seems to introduce a new era in information flows and 
political communication that, according to Bennett and Pfetsch (2018), demands a refor-
mulation of research frameworks, considering conceptual influences from social media 
and digital networks.

In the literature, there is a plethora of terms and concepts that are used to refer to false, 
untrue, or half-true information such as “fake news” (Lazer et al., 2018; Zhou and 
Zafarani, 2018), “false news” (Vosoughi et al., 2018), “digital misinformation” (World 
Economic Forum, 2018), “disinformation” (Amazeen and Bucy, 2019; HLEG, 2018; 
Wardle and Derekshan, 2017), “rumors” (Shao et al., 2018), and so on. The director of 
the Poynter Institute’s International Fact-Checking Network blames media for the mis-
use of the term and the resulting ambiguity and confusion (Wendling, 2018). Especially 
the term “fake news” acquired global prominence in 2016, during the US presidential 
elections and the UK “Brexit” referendum. It was widely (ab)used in this political con-
text to characterize almost any content in conflict with a particular party’s views or 
agenda. Today, a search in Google with the term “fake news” returns approximately 80 
million results. Likewise, a search for “false news” returns two million results, for “mis-
information” about 35 million and for “disinformation” 13 million, verifying the popu-
larity and the alternative vocabulary used. Google Trends shows a sharp surge of interest 
around “fake news” in November 2016 (Figure 1).

In our work, we focus on the term “disinformation,” which, according to (HLEG, 
2018), “includes all forms of false, inaccurate, or misleading information designed, pre-
sented and promoted to intentionally cause public harm or for profit.”

Realizing the significant effect of false information on a global scale, academia, interna-
tional, and other organizations try to first understand and then act against the phenomenon. 
This action takes various forms, including the launch of major counter-disinformation initia-
tives (European Commission, 2018a; Renda, 2018), articulating theoretical and computa-
tional approaches, preparing educational material (“Bad News Game,” 2017), developing 
fact-checking platforms (InVID Project, 2017; Politifact, 2007; Snopes, 1994), and agreeing 
on a common code of principle for fact-checkers (IFCN, 2017). The European Commission 
works intensively since 2015 to ensure the protection of European values against the high 
exposure of citizens to this threat, introducing initiatives such as the High-Level Group of 
Experts, a public consultation and a Eurobarometer survey, the self-regulatory Code of 
Practices for the big social platforms (European Commission, 2018b), and so on.

In this article, we perform a thorough and systematic study of the literature to identify 
the overlapping terminology and typologies used. As a starting point, we adopt the  
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definition of disinformation by HLEG (2018). We propose a conceptual framework for 
disinformation based on a typology and classification criteria.

The impact of disinformation

Entering a new era of information warfare, online platforms are weaponized to run tar-
geted campaigns with false information (Zannettou et al., 2019). The consequences of 
disinformation can be devastating for every aspect of life.

In politics, disinformation has severe repercussions, ranging from legitimate propa-
ganda to election manipulation. A Buzzfeed News analysis (Silverman, 2016) found that 
during the US presidential campaign, fake news election stories on Facebook outper-
formed those of news agencies. Similarly, research studies in Italy (Serhan, 2018), 
Nigeria (Kazeem, 2018), and Israel (Yaron, 2018) questioned integrity of elections, 
while Kušen and Strembeck (2018) revealed an alerting proliferation of misinformation 
during the 2016 Australian presidential election.

Concerning societal challenges, the spread of uncertainty, fear, and racism are only 
some of the consequences of disinformation. Studies in Germany (Müller and Schwarz, 
2017, 2018) and the United States (Bursztyn et al., 2018) link content disseminated via 
social networks with incidents of hate crimes against ethnic minorities. In the UK, peo-
ple wrongly associate European immigration with the decrease in the quality of health-
care services and increases in crime and unemployment rates (King’s College and Ipsos 

Figure 1. Frequency of “fake news” search term for the 2015–2019 time period.
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MORI, 2018). In terms of terrorism and homeland security (Aisch et al., 2016; Starbird 
et al., 2014), the infamous “pizzagate” story shows how disinformation can threaten not 
only democracy but human lives. In April 2020, the Trends Alert report (CTED, 2020) 
related COVID-19 conspiracy theories to terrorists’ attempts to radicalize individuals 
and incite violence. One of these theories claims that “infected” immigrants were 
“imported” to decimate white populations (Wallner and White, 2020).

Pseudoscience can tremendously affect people’s lives, provoking easily preventable 
disasters. In medicine and healthcare, extensively studied topics involving disinforma-
tion are vaccination, cancer, nutrition, and smoking (Albarracin et al., 2018; Jolley and 
Douglas, 2014; Syed-Abdul et al., 2013; Wang et al., 2019). Recently, during the COVID-
19 explosion, the idea that death rates are being inflated and therefore there is no reason 
to observe lockdown regulations or other social distancing measures could help to fur-
ther spread the epidemic (Lynas, 2020). Disinformation can also have a negative impact 
in environmental policies; Ward (2018) and Hotten (2015) are typical examples.

From an economic perspective, disinformation poses concern on both public eco-
nomic growth and individuals’ benefits. According to Reuters, conspiracy theories link-
ing 5G (fifth-generation) technology to the spread of COVID-19 have resulted in over 
140 arson attacks and assaults (Chee, 2020). Other studies investigate the close relation-
ship between widely spread financial news, rumors, and stock price changes (Bollen 
et al., 2011). Disinformation is also a major threat for business owners and citizens. Fake 
reviews are compromising the trustworthiness of the former and affecting the consumer 
purchase process (Valant, 2015).

The dissemination of disinformation

World Economic Forum (2013) identified the rapid distribution of disinformation 
through social media, as upcoming danger and one of the 10 most important trends in 
society. The report emphasized on the intentional nature and the difficulty of correcting 
disinformation, especially when it occurs within trusted networks (Arnaboldi et al., 
2017; World Economic Forum, 2018).

However, disinformation is not primarily a technology-driven phenomenon. The 
dissemination of false information is also driven by unclear socio-psychological fac-
tors. Chadwick et al. (2018) report that those who shared tabloid news stories were 
more likely to share exaggerated or fabricated news. Cognitive psychologists have 
shown that in fact humans are only 4% better than chance (50%) to distinguish fake 
from real (Bond and DePaulo, 2006). In Jang and Kim (2018), researchers found that 
people see members of the opposite party as more vulnerable to false information than 
members of their party. It is also worth to mention that people accept more easily 
information that reflects and reinforces their prior beliefs (confirmation bias). This 
also known as echo-chambers (Dutton et al., 2017; Flynn et al., 2017). In addition to 
this popular cognition, Pennycook and Rand (2019) suggest that people fall for fake 
news because they fail to think. Other factors that play a role in deceiving the infor-
mation consumer are emotions and repetition (Pennycook et al., 2018). Ghanem et al. 
(2019) showed that each type of false information has different emotional patterns. In 
their bestseller “Factfulness,” Rosling et al. (2018) identify 10 “instincts,” such as 
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fear, urgency, and negativity, that lead people in believing false information and 
developing a distorted view of the world.

Structure of the paper

The remainder of the article is organized as follows. “Problem definition, scope, and 
methodology design” section presents the problem definition, the scope of this work, and 
the methodology we follow. In “Systematic literature review” section, we present the 
results of a systematic literature review (SLR). In “Disinformation taxonomy and catego-
rization criteria” section, we create our disinformation typology, we identify the categori-
zation criteria, and we link them together in a unified framework. Finally, in “Conclusion 
and future work” section, we present our conclusions and ideas for future research.

Problem definition, scope, and methodology design

Problem definition and scope

The term “fake news” refers to a range of information types, from low-impact, honest 
mistakes and satire content to high-impact manipulative techniques and malicious fabri-
cations (HLEG, 2018). There are various definitions (e.g. Egelhofer and Lecheler, 2019) 
from where we conclude the absence of a universal agreement on the terminology used 
and the different types of false information. The definition proposed by Allcott and 
Gentzkow (2017) has been used in many recent studies as a navigator (Conroy et al., 
2015; Potthast et al., 2018; Ruchansky et al., 2017; Shu et al., 2017; Wang et al., 2018). 
However, we deliberately avoid here the use of the term “fake news” as overloaded 
(Wardle and Derekshan, 2017) and inadequate to describe the complexity of the problem. 
Instead, we prefer the term “false information” as the broader concept that encompasses 
a wide spectrum of subtypes.

“Fake news” assumed to be inappropriate not only from a conceptual aspect but also 
from an etymological view. According to the Merriam-Webster Dictionary, the word 
“fake” has to do with origins and authenticity, something that is not genuine, imitation, 
or counterfeit, whereas “news” is defined as newly received or noteworthy information, 
especially about recent events. There are many cases of false information where there 
might be some level of facticity or examples describing past events as present, thus 
contradicting with the definitions of “fake” and “news.” Moreover, the scope of this 
discussion goes beyond the “news” field. All these introduce unique attributes that 
should be carefully examined.

Around this terminology issue, there is a debate to broaden the discussion to include 
not only the analysis of the content itself but also the motivations and actions of its 
creators (Newman et al., 2018). Various terms have been used as hypernym alterna-
tives, including “information pollution” (Meel and Vishwakarma, 2019; Wardle and 
Derekshan, 2017) and “information disorder” (Wardle and Derekshan, 2017). The fol-
lowing concepts found in definitions deserve our attention: the types, the elements, and 
the phases of false information. The three types are “misinformation,” “disinforma-
tion” (HLEG, 2018), and “mal-information” (Ireton and Posetti, 2018). Elements and 
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phases relate to dissemination mechanisms of false information, thus considered to be 
out of the scope here.

Having extensively studied the bibliography proposing taxonomies and typologies of 
false information, we identified a list of terms, often used interchangeably to describe spe-
cific types of disinformation content (Meel and Vishwakarma, 2019). Each study intro-
duces ad hoc definitions, leading to conflicts or overlaps. For example, Amazeen and Bucy 
(2019), Dupuis and Williams (2019), and HLEG (2018) consider disinformation as an 
umbrella term in their studies, whereas Wardle and Derekshan (2017) examine it as a nar-
rower term, adopting “information disorder” as hypernym. The lack of a unified categori-
zation framework and vocabulary creates a fragmented news ecosystem which motivated 
us to compare and combine existing approaches and draft a typology. In this article, from 
the three above-mentioned false information types, we focus on “disinformation.”

In the classification process, the categorization criteria play a central role. In several 
studies, some general criteria are mentioned or implied; however, in most cases, they 
were not explicitly attributed to specific types of false information in a coherent manner. 
Among the challenges, we met, was the use of different terms for describing ultimately 
the same types or criteria. Moreover, some taxonomies suggested typologies of disinfor-
mation with concepts that are at different granularity level. Thus, broader category types 
may be found at the same level with narrower concepts. Our goal toward a common 
effort to avoid concept fragmentation has been to define a logical, consistent, and struc-
tured way to list the types of false information.

For a complex problem like this, it is essential for scholars and professionals of dif-
ferent disciplines to reach a common understanding, not only on the high-level concepts 
but also, if possible, at the lower level of more specific terms and subcategories.

Providing a coherent and fine-grained typology could be also a contribution to readers 
from an educational aspect. Online information may affect people’s decisions; thus, hav-
ing a global perspective around the problem could contribute to avoid profound effects 
in real-life domains.

Our findings could also provide valuable insights in fields such as Artificial 
Intelligence (AI), where a systematic and consistent encoding of real-world entities and 
concepts is of crucial importance. The better defined is a type of disinformation, the bet-
ter is the information given into a fact-checking or fake news detection system, and as 
result, the most accurate and comprehensible are the results produced. Today, there are 
many “fake news” datasets available (e.g. “Liar, Liar Pants on Fire” dataset, Wang, 2017; 
“Fake News Corpus”1), which are used to research and develop detection models, having 
entirely different labeling schemes. Computational models created using different con-
ceptual schemes are not directly comparable in terms of their performance, challenging 
the definition of the state of the art in the field and ultimately having a negative effect to 
the advancement of research.

Research and methodology design

Our approach consists of two parts. Initially, we collect all types of false information in 
the literature, and after applying some logical preprocessing, we introduce our own 
typology of disinformation types coupled by a glossary. Then, we propose a novel, 
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three-dimensional conceptual classification framework, based on categorization criteria 
found in the existing taxonomies. We define the following research questions:

RQ1: What are the existing taxonomies or typologies for false information 
categorization?

RQ2: Can we consolidate the taxonomies in an overarching schema and suggest a 
holistic typology?

RQ3: What are the categorization criteria for the existing taxonomies and which 
dimensions do we introduce with our typology?

Figure 2 shows an overview of our research process.

Systematic literature review

To comprehensively address RQ1, we conducted an SLR based on Kitchenham’s (2007) 
methodological guidelines. For this research work, we considered papers published 
within a 4-year period (2015–2019).

The procedure we applied was the following:

1. Selection of our sources (digital libraries),
2. Definition of search terms,

Figure 2. Our research process.
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3. Application of each search term on selected sources,
4. Selection of primary studies by use of inclusion and exclusion criteria on search 

results.

Literature review conduct and results

An automatic searching was based on the following six primary sources of scientific 
databases to identify relevant publications:

•• ACM Digital Library
•• IEEE Xplore Digital Library
•• Science Direct
•• SpringerLink
•• Google Scholar
•• Scopus

Based on our research questions, we run some pilot searches to obtain an initial list of 
studies. Those were then used as a basis for the systematic review to define the search 
terms that best fit our research questions. The search terms along with synonyms used 
appear below:

1. “fake news,”
2. “false news,”
3. “false information,”
4. “disinformation,”
5. “misinformation,”
6. Taxonomy OR typology OR classification,
7. Categories OR categorization,
8. Types of fake news/false news/false information/disinformation.

Inclusion and exclusion criteria

The following inclusion and exclusion criteria were defined to include papers in the next 
phases of our research:

CR1: We excluded sources that addressed the disinformation problem solely from a 
computational perspective, proposing technical approaches based on, for example, 
machine learning and statistical models to automatically classify news articles into 
predefined categories, such as fake or real (e.g. Woloszyn and Nejdl, 2018).

CR2: We excluded publications that mention types of false information without any 
attempt to provide systematic classification or even explanations of the proposed 
types. This refers to sources where either (a) the disinformation phenomenon is not a 
central concept (political analysis which just happens to mention terms such as “prop-
aganda” or “hyperpartisan,” medical articles mentioning “fake news” in general, etc.), 
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or (b) they mention types of false information outside a general framework or classi-
fication model and therefore they are non-exhaustive or indicative (e.g. Campan et al., 
2017; Guo et al., 2019; Pierri and Ceri, 2019; Rashkin et al., 2017; Zhou and Zafarani, 
2018). Note here that although we exclude these sources as they do not meet our cri-
teria in order to address RQ1, we do consider them for eligibility in terms of RQ2.

CR3: We included only the papers written in English.

SLR results

Our search results, including the citations from all libraries, identified eight primary studies 
where taxonomical frameworks were proposed (Table 1/[1]–[8]). Considering that false 
information has not only attracted the interest of the academic community but also of experts 
in various fields such as communication and journalism, as well as authorities and institu-
tions, we decided to conduct additional research on the web, applying the same query into 
popular search engines. Therefore, sources that did not belong to the main scientific libraries 
(Google Scholar, Scopus, etc.) were examined, including national research studies, univer-
sity initiatives, and international organizations reports. In this step, we identified 15 more 
references, two of which met our criteria (Table 1/[9] and [10]). Finally, these 10 references 
were assessed for eligibility in RQ2. In Figure 3, we illustrate the process of our initial 
search conducted in the libraries. Figure 4 presents in detail the selection process of both 
records found through database searching and records identified by other sources.

Data extraction

Our first goal was to identify existing taxonomies and typologies of false information 
(RQ1). For addressing RQ2, we aggregated the identified taxonomies, in a single table 
(Table 1), where each column corresponds to a reference. We then list the suggested 
types of false information identified and proposed per taxonomy.

Disinformation taxonomy and categorization criteria

Creation of disinformation typology

To address RQ2 and produce a typology, we had to examine the taxonomies included in 
Table 1 to gather and consolidate all types of false information listed there.

Review of selected taxonomies. We reviewed the taxonomies considering the more granu-
lar level of their proposed types. We observed many commonalities but also differences 
at both the taxonomy and type levels. Finally, five of the taxonomies were rejected for 
the following reasons:

1. Tambini (2017) proposes too generic categories resulting in overlaps. The pro-
posed types describe a variety of sociopolitical phenomena, for example, “false-
hood to affect election results,” “news that challenges orthodox authority,” 
suggesting descriptive types.
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Figure 3. Primary studies selection.

Figure 4. PRISMA flow diagram—Primary and additional records selection.
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2. Kumar and Shah (2018) approach the problem from a detection perspective, intro-
ducing four general categories, that is, opinion based, fact based, misinformation, 
disinformation, without specializing on normalized subtypes of false information 
ecosystem (e.g. satire, parody, and clickbait). They have a rather narrow focus in 
specific domains and they place the terms disinformation/misinformation at the 
lowest level, whereas usually these are presented as umbrella terms.

3. Parikh and Atrey (2018) define fake news categories based on technical properties 
or the format of the news item, such as visual based (e.g. photoshopped images), 
user based (e.g. fake accounts), style based, and so on. Although this is useful for 
the construction of automatic detection tools, it introduces a technical perspective 
which makes impossible the consolidation with the other taxonomies.

4. Molina et al. (2019) discern fake news types based on four operational indicators, 
that is, message, source, structure, and network. They go beyond content-based 
approaches, concepts, and definitions focusing on the dissemination of online 
information and provide an analysis in terms of detection solutions.

5. Lemieux and Smith (2018) place broad categories such as disinformation and 
misinformation in the same level as more granular types such as hoax and rumors. 
They also consider mal-information as the umbrella term placed at the same level 
as disinformation and misinformation.

Extraction of false information types. Next, we focused on the distinct categories proposed 
by the remaining taxonomies. Our objective was to draft a catalog of clean and normal-
ized terms with definitions. After thorough analysis and removal of repetitions, we list 19 
different terms derived from the selected taxonomies (Table 2).

However, considering the wide variety of false information types that can be found on 
the web and social media, we expanded our search beyond the scientific literature. 
Finally, we found 20 additional types of false information (Table 3) in other sources 
(EAVI, 2018; Kumar and Shah, 2018; Woolley and Howard, 2018).

Data pre-process and disinformation typology. Within a total of 39 terms listed in Tables 2 
and 3, we detected types that could distract us from a comprehensive categorization pro-
cess. For this, we employed a two-step processing approach based on a set of logical 
rules illustrated in Table 9 of the Appendix and explained below. The logical rules we 
applied during the first stage of processing include the following:

•• Rule A: Removal of types or definitions that are either generic and confusing (junk 
news) or too technical (deep fakes).

•• Rule B: Removal of duplicates by synonym detection avoiding repetitions and 
overlaps.

•• Rule C: Removal of terms that were incorrectly categorized as types of disinfor-
mation (e.g. lie or illegal content, such as “defamation”).

•• Rule D: Integration of terms and creation of normalized hypergroups.

After applying the above rules, 24 terms were rejected. The remaining 15 describe 
uniquely and adequately any instance of false information (see Table 4).
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Disinformation typology refinement. As a second and final step of the processing phase, we 
further refined the identified types to include only those that refer to disinformation. Using 
our disinformation definition (HLEG, 2018), we exclude satire, parody, and other come-
dic sources (e.g. memes) because they do not satisfy the “intent to harm” condition of our 
working definition (HLEG, 2018) but they intent to entertain. We also exclude illegal 
content like hate speech and defamation as they fall into the mal-information category.

One of our biggest challenges regarding this step of our research was that not all types 
have the same level of deceptiveness or harmful impact, and thus, some of them could not 
be strictly considered as disinformation. For example, “fabrication” is more severe than 
“hyperpartisan” or “clickbait,” creating a lot of discussions around the latter. In order to 
address this, we decided to thoroughly study, process, and consolidate reports found in the 
existing literature before we classify them as disinformation. HLEG (2018) places clickbait 
in the low-end spectrum of disinformation. However, the European Consumer Organization 
(BEUC) commented negatively the report finding unacceptable the absence of any refer-
ence “ . . . to one of the major potential sources of disinformation—clickbaiting” (HLEG, 
2018). According to Pamment et al. (2018), the problem is not just the use of sensational 
headlines to attract readers but the fact that it has evolved to something with greater impact. 
Chen et al. (2015) and Faris et al. (2017) consider it particularly harmful because “these 
stories tethered to something true but exaggerate it or misconstrue it to the point of 

Table 2. Unique false information types in the literature.

Clickbait False context Misappropriation Satire

Conspiracy theories False connection Misleading content Advertising
Deep fakes Biased/one-sided Parody Rumors
Fabrication Imposter Highly partisan news sites Manipulation
Fallacy Hoax Propaganda  

Table 3. Additional unique false information types from other sources.

Bogus Error Harassment Pseudoscience

Bullying Fake reviews Leaks Urban legend
Defamation False balance Lie Trolling
Disinformatzya Forgeries Lying by omission Typosquatting
Doxing Hate speech Manufactured amplification junk news  

Table 4. False information types after the first step of preprocessing.

Clickbait Hoax Propaganda Pseudoscience

Conspiracy theories Biased/one-sided Rumors Trolling
Fabrication Imposter Satire Urban legend
Fallacy Parody Fake reviews  
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unrecognizability.” Blom and Hansen (2015) conclude that clickbait is perhaps closer to 
manipulation than stimulation. Regarding the term “hyperartisan,” there are several defini-
tions in the literature that connect the term with the cases where one side is overly promoted 
while others are severely understated, although this term has been coined mostly with politi-
cal parties. Zannettou et al. (2019) propose the more general term “biased or one-sided,” 
which we adopt to cover all cases of extremely imbalanced reporting.

Taking the above into consideration, we finalized our first step, creating a disinforma-
tion typology. Table 5 contains the final 11 normalized types of disinformation. We also 
developed a glossary of definitions to support our typology (Appendix, Table 8). Figure 
5 depicts the steps described above.

A unified framework for disinformation

The second part of our work focuses on the categorization criteria of our typology (RQ3).

Identification of categorization criteria. After reviewing the existing taxonomies, we iden-
tify and extract the categorization criteria from each study to select relevant and recur-
ring, referred here as “dimensions.” Our goal is to map them to the types proposed by our 
taxonomy and assign appropriate values. For the selection of dimensions, we consider 
three design principles:

1. Orthogonality. No subtype is a member of more than one group.
2. Flexibility. It is an essential property of dynamic taxonomy design. It ensures the 

integrity of taxonomy’s design, allowing for future additions.
3. Simplicity. For our model to be compact and easily applicable, we need as few 

dimensions as possible, while maintaining the ability to cover all available types 
of disinformation.

In some models, the categorization criteria were not explicitly described but rather 
implicitly used by the authors, so it was not always possible to find the underlying logic. 
The criteria we finally extracted are summarized in Table 6.

Review of the categorization criteria—suggestion of dimensions. Before we articulate our 
proposed dimensions, we studied the emerged categorization criteria, challenging them 
to identify inaccuracies or inadequacy.

Table 5. Normalized disinformation types.

Disinformation typology

Fabricated Clickbait
Imposter Misleading connection
Conspiracy theories Fake reviews
Hoaxes Trolling
Biased or one-sided Pseudoscience
Rumors  
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The concepts of “facticity,” “knowledge,” and “falseness” are extensively used in the 
literature when examining the factual basis of disinformation. Facticity is defined as the 
degree to which news and content rely on facts (Tandoc et al., 2017). That degree may 
vary from entirely false (fabricated) to a mixture of facts and false context or narratives 
or distortion of information or images (HLEG, 2018; Tambini, 2017). In some cases, 
facticity is identified to accuracy (House of Commons, 2018; Tambini, 2017). We adopt 
facticity as a more appropriate term to describe this concept.

The informative or entertaining character of false information does not fall into disin-
formation category. Humorous content, for example, may include misleading elements 
(claims, videos, etc.) but the creator does not intent to harm or deceive the receiver.

Intention to deceive/mislead cannot be assessed as potential dimension as, by defini-
tion, all kind of disinformation types is created to harm or mislead the receiver of the 

Figure 5. Preprocess analysis—Types of false information.

Table 6. Extracted and suggested dimensions with value lists.

Extracted categorization criteria Suggested 
dimensions

Values

1. Facticity–Intention to deceive (Tandoc et al., 2017)
2.  Facticity–Intention to deceive/mislead–Informative/

Entertaining character (Pamment et al., 2018)
4.  Knowledge–Intention to deceive/mislead (Kumar 

and Shah, 2018)
5.  Severity (Zannettou et al., 2019)
6.  Falseness–Intention to harm (Wardle and 

Derekshan, 2017)

Motivation Financial–Ideological–
Psychological–Unclear

Facticity Mostly True–Mostly 
False–False

Verifiability Yes–No



16 new media & society 00(0)

message. During our research, we also encountered authenticity as another interesting 
criterion. Allcott and Gentzkow (2017) used authenticity as a potential dimension to 
evaluate the extent to which information can be verified. As authenticity refers to the 
content origins and genuineness, we introduced verifiability as a more appropriate term 
to label this dimension.

We anticipated that none of the proposed taxonomical frameworks includes all crite-
ria and dimensions and our research verified this assumption. The models focus on the 
quality of the content, ignoring the creators’ motivation and/or the impact that has on 
recipients. However, as the impact is linked to the consequences of the disinformation 
dissemination and not with the content itself, we considered it inappropriate for our 
objective. This motivated us to develop a more comprehensive classification system, 
incorporating motivation as an additional dimension. Although motivation and inten-
tion are similar terms that are often used interchangeably, it is worth noting that motiva-
tion refers to the driving force behind an act while intention refers to the objective. 
Thus, the suggested dimensions in our model include facticity, verifiability, and motiva-
tion (Table 6).

Having identified the three dimensions as the basis of our framework, we further ana-
lyze them by defining their value range, presented in the following section and Table 6:

•• As, by definition, disinformation comes with a particular intent, qualitative sub-
types were defined, including financial, ideological, or psychological purposes as 
separate values for the Motivation dimension. Other reasons for producing “pol-
luted” messages could be political, social (Wardle and Derekshan, 2017), adver-
tising, or humorous reasons (Tandoc et al., 2017). To stay compliant to the 
simplicity principle and based on their definitions, we merged the first two types 
into the “ideological” category. Advertisement and humor were rejected because 
they are related to misinformation and not disinformation. Finally, since some-
times primary motives are difficult to discern, we decided to include “unclear” as 
a fourth possible value for motivation.

•• Facticity can be assessed using a quantitative scale, as proposed by one of the 
most reputed fact-checking communities, Politifact (Holan, 2018). We ended up 
with three possible values as defined below:
|| Mostly true – The statement or parts of it are accurate and contains some facts 

but needs clarification or additional information.
|| Mostly false – The statement contains an element of truth but ignores critical 

facts that would give a different impression.
|| False – The statement is not accurate.

•• For the verifiability dimension, we proposed Yes/No as a simple, binary reply to 
the question, “Is the message easily verifiable?”

Mapping of disinformation typology to a three-dimensional framework. In the last step of our 
work, we combined the results into a common unified framework supported by our glos-
sary (Appendix, Table 8). The suggested types of disinformation were mapped to the 
selected dimensions, as shown in Table 7.
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Conclusion and future work

This work aims to contribute with novel insights into the fast-growing world of false 
information and disinformation, in a systematic and structured way. Triggered by the 
absence of a commonly agreed domain language, our objective was to identify and 
clearly define the various underlying content types in the information disorder ecosystem 
and organize them. We emphasize on the importance of clear and commonly accepted 
definitions since different disinformation types might require different theoretical analy-
sis. A shared understanding of definitions is essential to avoid the creation of fragmented 
islands of counter-disinformation policies and agendas.

Diving into this complex and broad field, we met some strong challenges. First, 
despite the plethora of scientific studies on the field, we found that most of them 
introduce isolated and ad hoc approaches, resulting to a fragmentation problem. 
Another challenge we faced stems from the new wave of Big Data, AI, and Natural 
Language Processing tools, producing a large volume of research work. In most 
cases, the rationale and the conceptual model is not adequately explained, because 
the main goal in this type of research remains to propose efficient (accurate) algo-
rithmic approaches.

Acknowledging the dynamic nature of the domain, we expect that additional types of 
disinformation will appear. For this reason, it is in our plans to validate the framework 
after, for example, 2 years to identify candidate new entries. For the remaining part of our 
model, which refers to the dimensions and their values, we believe our model is more 
future-proof, without excluding a possible revision. This temporal endurance is sup-
ported by our design principles, as well as from the fact that the proposed dimensions do 
not exhibit dynamic characteristics like the disinformation types.

Table 7. A unified typology framework for disinformation.

Dimensions/
measurement

Motive Facticity Verifiability

Profit Ideological Psychological Unclear Mostly 
true

Mostly 
false

False Yes Not

Clickbait    
Conspiracy 
theories

   

Fabrication   
Misleading 
connection

  

Hoax   
Biased or  
one-sided

  

Imposter   
Pseudoscience    
Rumors   
Fake reviews   
Trolling   
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Another aspect, we realized, that deserves attention is the need for multidisciplinary 
approaches in understanding and designing actions and tools to fight disinformation. 
Although the field has strong links with the political communication theory, we believe 
that modern disinformation exhibits characteristics that call for the exploitation of addi-
tional analytical tools. Disinformation is thriving in digital communities characterized by 
unique features not easily comparable with the past. As already identified by scholars, 
the scope, volume, speed, and the new communities already justify the revision of exist-
ing tools. Moreover, disinformation includes also types that go beyond the world of poli-
tics like fake reviews and pseudoscience. Last, the recent impressive progress in 
technologies like Machine Learning promise the development of (semi-) automated fact-
checking tools. This is yet another call for multidisciplinary research on the field.
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Table 9. Typology preprocessing.

Unique types from 
taxonomies

First phase of preprocessing Second phase of 
preprocessing (proposed 
typology)

Clickbait Clickbait Clickbait
Conspiracy theories Conspiracy theories Conspiracy theories
Deep fakes Eliminated (Rule A)  
Fabrication Fabrication Fabrication
Fallacy Fallacy  
False connection Eliminated (Rule D) Misleading connection
False context Eliminated (Rule D)  
Hoax Hoax Hoax
Biased/one-sided Biased/one-sided Biased or one-sided
Imposter Imposter Imposter
Manipulation Eliminated (Rule A)  
Misappropriation Eliminated (Rule B [Similar to 

Manipulation])
 

Misleading content Eliminated (Rule D)  
Parody Parody  
Highly partisan news sites Eliminated (Rule B [Similar to 

Hyperpartisan])
 

Propaganda Propaganda  
Rumors Rumors Rumors
Satire Satire  
Advertising Eliminated (Rule C [advertising is not 

a false information type, clickbait is])
 

Additional types from literature
 Bogus Eliminated (Rule A)  
 Bullying Eliminated (Rule C)  
 Defamation Eliminated (Rule C)  
 Disinformatzya Eliminated (Rule C)  
 Doxing Eliminated (Rule A)  
 Error Eliminated (Rule A)  
 Fake reviews Fake reviews Fake reviews
 False balance Eliminated (Rule B)  
 Forgeries Eliminated (Rule C)  
 Hate speech Eliminated (Rule C)  
 Harassment Eliminated (Rule C)  
 Junk news Eliminated (Rule A)  
 Leaks Eliminated (Rule C)  
 Lie Eliminated (Rule C)  
 Lying by omission Eliminated (Rule A)  
 Manufactured amplification Eliminated (Rule A)  
 Pseudoscience Pseudoscience Pseudoscience
 Trolling Trolling Trolling
 Typosquatting Eliminated (Rule A)  
 Urban legend Urban legend  




